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One of image-text matchings main functions is to detect matches between ing-graphiesimages

and the text of news storiesarticles. Image-text matching is a task with cross-modality pairing of visuals

with language, and in the-recent years its’s functionality has improved substantiallyceme-on-inleaps-

and-beunds. ln-ordertTo determine whether a certain set of images and text are related to each other,
image-text matching extracts data from both pieces of information and maps both sets of information

into the same semantic space, which prepares them where-they-are-bethready-for comparison-analysis.

The core purpose of image-matching data is to accurately extract data from both news images and text

ready for detailed analysis. Contained within the news text is information such as the location where the

event was supposed to have taken place, the name of the person or entity-items involved, what their
involvement was and any additional seme-etherrelevant —information-relating-to-the-parties-invelved.
vividly-and-intuitively-timage-text matching creates a news map of this information-is-mapped-outinthe-

news-map-created-by-image-text-matehing.—_In this process, matching data continues to be detected

Rregardless of consistency between the named entities within the news map and the news text;-

matehing-data-contindes-to-be-detected. lts-has-become-clearthatHowever, due to significant the-huge-

semantic differences between news text and thenews mapsm, the algorithm is unable to distinguish

between similar extraet-named entities from-in news articles and extract them separatelyeentaining-

large-numbers-of-different-named-entities-each-one-individually. A feasible method to deal with this

issue can-be-found-in-Literaturehas been developed [9][10]. This solution ;-here-it-details-how-it-selects

and-inseris-named entities that have been found in the knowledge base and inserts them into the image

template caption. In a Nnon-discriminatory mannerity, and without consideration for the relationship



between the entities, these researchers Literature-[10] useds the attention mechanism to choose-

determine which named entities can be correctly placed into the template caption. Without analyzing

whether or not there is-was any correlation-orrelationship between similar entities, the researchers

Literature[9] mapped forms-the information from all entities into graphs and selecteds which-entities

with the highest rate of have-a-higheroccurrence rate-from between the different types of entities that-

can-be-found-in the graph, and finally inserteding thesem—_into the appropriate template captions. -

has-beenfound-thatthere-are-often-ilnaccuracies have often been found in the generated image

description and that often it e-generated-image-description-often-does A*t-not match the image. This

occurs -because of an absence of any assessment this-is-due-to-the-tack-of-analysis-inteof the

association between the named entities from the news images, and news text.




